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In this work, novel methods are suggested for assessing signal parameters of the free induction decay
(FID) in nuclear magnetic resonance (NMR) experiments. The FID signal was recorded in a microtesla field
and analysed to determine its relaxation time, amplitude, Larmor frequency and phase. The challenge
was posed by the narrow line width, whose related effects were investigated through simulations, also.

The developed methods give a new view on FID signal estimation in microtesla as well as lower and
higher fields. It is shown that the transverse relaxation time of a sample can be accurately determined
in the frequency domain by other means than the Lorentz peak half width. Also, with some realistic
approximations, a simple functional form for the power spectrum Lorentz peak shape is proposed. As
shown in this work, the inspection of the power spectrum instead of the absorption and dispersion
Lorentzians is advantageous in the sense that the waveform is independent of the FID phase.

The automatic and efficient methods presented in this work incorporate an integral exponential fit, the
fit of the power spectrum Lorentz peak and two ways to determine the FID phase. When there are suf-
ficiently many data points in the Lorentz peak, the power spectrum Lorentz peak shape fit provides a
quick, simple and accurate way of determining the amplitude, relaxation time and Larmor frequency
of the FID. In the measurements of this work, however, the narrow line width led to establishing a more
applicable method which is based on the exponential decay of the Lorentz peak with a temporally moving
power spectrum window.

� 2010 Elsevier Inc. All rights reserved.
1. Introduction

In traditional nuclear magnetic resonance (NMR) experiments,
the rapidly oscillating FID signals enable conventional estimation
of the free induction decay (FID) parameters. When moving from
the high-field (megahertz) regime down to the low-field (kilohertz
or even below) regime, the sparse frequency spectra pose new
challenges. Due to the experimental set-up relating to a pulse se-
quence with a single p/2 excitation, the determination of the inho-
mogeneous transverse relaxation time T�2 was pursued. By applying
a spin-echo type sequence, the pure transverse relaxation time T2

could have been revealed, instead.
In high fields, T�2 can be determined from the full width at half

maximum (FWHM) of the FID peak at the Larmor frequency [1–3]. It
may also be possible to evaluate T�2 by fitting an exponentially
attenuated sinusoid in the time-domain signal. Furthermore, in
the time domain, more sophisticated methods such as building
the signal vector into a matrix with the singular value decomposi-
tion (SVD) [5], the SVD–Lanczos algorithm [6–8], another kind of
matrix manipulation [9], the minimum variance method to sup-
press noise [10], prior knowledge of signal poles [11], linear predic-
ll rights reserved.
tion [12], PowerSlicing making use of the FID exponential decay
[13], or iteratively multiplying the time-domain signal with an
exponential factor while observing the Lorentz peak height [4],
can be used. Some general surveys of time-domain methods can
be found in [14–16]. In the present study, using the FWHM to
determine T�2 was difficult because the narrow line width limited
the number of data points near the peak. The time-domain analysis
was also difficult because of the noise; the FID was not at all dis-
cernible to the naked eye.

The signal amplitude A could also have been determined in the
time domain if the noise had been less dominating. In the fre-
quency domain, again, the few data points in the Lorentz peak
made it challenging to determine A. Very few points in the Lorentz
peak made it also hard to determine the Larmor frequency fL ex-
actly. The phase u of the FID signal was also unknown. Some exist-
ing methods, presented in e.g. [17,18], give a practical approach for
determining u, usually in order to correct the baseline of the
absorption spectrum over a large bandwidth. In [19], one point
from both the absorption and dispersion spectrum is used to this
end. Reference [20] presents several methods for determining u,
some of which resemble the combined absorption and dispersion
spectrum method in the present study, yet being different. Therein,
and in [21], the phase-independent power spectrum is utilized to
determine A, fL and T�2. The latter reference makes use of the
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least-squares (LS) method in Lorentz peak shape fitting, which
most closely resembles the method in the present study.

In this work, novel approaches for determining T�2, A, u and fL of
the FID signal are proposed in order to solve the challenges associ-
ated with a low-frequency FID. It should be noted that the methods
are applicable with precision in high-field NMR as well. The deter-
mination of the FID parameters involves four different views on the
FID signal: the full-length Fourier transform (FT) power spectrum
(PS); a sequence of short-term PSs with an exponential decay of
the Lorentz peak height; the real and imaginary parts of the full-
length FT; and the temporal FID signal. Temporal inspection yields
the phase of the FID signal.

The four views on the FID signal benefit from some new mathe-
matical approaches. These include the fitting of an exponential
function and the fitting of the PS Lorentz peak shape by taking
the noise into account in an efficient way. These procedures enable
the determination of T�2, A and fL. The one remaining parameter
describing the FID, u, can be estimated from the absorption and dis-
persion Lorentzians (the real and imaginary parts of the FID FT,
respectively). Another approach of simply correlating a modelled
FID with the measured signal in the time domain is also considered.
These fitting methods were investigated also through simulations.

For exponential fitting, a new method based on integration of the
equation of an exponential signal is proposed. Several methods for
exponential fitting are known [22–24]. One of the most similar ones,
presented in [25], also utilises integrating the exponential equation.
However, the method developed here makes use of all the relevant
first integrals and takes into account the noise in the data in an effi-
cient way. It also works for non-uniformly spaced data.

In the literature, e.g. [1,3], the FID signal, in the frequency
domain, is most often characterised by the absorption and disper-
sion Lorentzians, whose analytical forms are well-known. In this
context, several methods for determining T�2, A and fL are known.
The spectral representation allows inspection of narrow frequency
bands, which contributes to the increased speed of the fitting algo-
rithms. The spectral methods make use of, e.g., the area under the
Lorentz peak, SVD-based approaches and other ones similar to the
time-domain approaches. Also, iterative curve fitting methods have
been proposed, making use of the Lorentzian, Gaussian or Voigt
lineshapes [26]. In this work, the PS Lorentzian is handled, and its
analytical form before and after approximations are derived.

The presented methods can be applied at all NMR field
strengths, and, especially at low fields. For example, measurements
in the Earth’s field with B � 50 lT [27,28] are often compromised
by the temporal fluctuation of B. Thus, signal averaging is challeng-
ing, and could benefit from enhanced determination of T�2, A, u and
fL from fewer averages, or, even the raw FID signal. In the following,
the methods for determining the parameters are presented.
2. Methods

For determining the FID parameters, properties of the finite-
length FT need to be studied, as well as the fitting of an exponential
function. To determine u, also correlation is handled. However,
first the measurements are reviewed.
2.1. Measurement facilities

The NMR measurements were performed at the BioMag Labora-
tory at Helsinki University Central Hospital. Superconducting quan-
tum interference devices (SQUIDs) submerged in liquid helium
inside a Dewar vessel were used as detectors. The apparatus contain-
ing the SQUIDs, manufactured by Elekta Ltd., was designed for mag-
netocardiography (MCG) measurements [29] but was also suited for
NMR measurements in low fields with an addition of magnetic fields
for polarisation and measurement. In order to reduce external mag-
netic field noise, the measurements were performed inside a mag-
netically shielded room (MSR). The SQUID detector array included
33 magnetometers and 66 planar gradiometers, which measure
magnetic fields and their gradients, respectively. For a good discus-
sion on low-field measurements with SQUIDs in comparison to mea-
surements utilising Faraday induction, see [30].

A 10-ml tap water sample was polarised inside the MSR with a
quadrupolar permanent magnet set-up. The quadrupole consisted
of two attached and rectilinear pairs of permanent magnets oppos-
ing each other with a spacing of approximately 2 cm. The perma-
nent magnets were cylinders of radius 1 cm and height 1 cm. The
magnetic field over the sample at a distance of approximately 1–
3 cm from the quadrupole varied between approximately 30 and
200 mT. The quadrupolar set-up was used to minimise the un-
wanted field at the walls of the MSR.

After the polarisation, the sample was transferred to beneath
the SQUIDs. Then, a measurement field B � 2 lT, produced by a
1.3-m long solenoid with 400 turns per metre, was turned on.
The transfer of the sample and switching on the measurement field
took approximately 2 s. The measurement field caused the sam-
ple’s magnetic moment precession (FID). The symmetry axes of
the permanent magnet quadrupole and the measurement field
electromagnet were orthogonal to each other.

The recorded signals were real, since no quadrature detection
was applied. The sampling frequency was 1000 Hz, and the re-
corded signals were band-pass filtered in the hardware from DC
components to about 300 Hz. The removal of DC components had
a distinct effect on the signals; if a rectangular pulse train is mea-
sured, the edges reproduce in the recorded signal but the plateaus
diminish exponentially towards zero. In the following Subsections,
the mathematical apparatus needed for the determination of A, T�2,
fL and u is presented.

2.2. Analysis of the properties of the Lorentz peak

The basis of NMR is the FID signal recorded from a sample con-
taining, e.g., hydrogen nuclei (protons), as in this work. The tempo-
ral signal can be represented by

sLðtÞ ¼
0; when t < 0
Ae�t=T�2 cosðxLt þuÞ when t P 0

�
; ð1Þ

where xL = 2pfL = 2pcB is the angular Larmor frequency with the
gyromagnetic ratio for hydrogen c = 42.58 Hz/lT and B the mag-
netic field. The frequency spectrum F of this signal is obtained
through a finite-length discrete FT as

FfsLðnDtÞgðxÞ ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
NðsL;n0;N;DtÞ

p Xn0þN�1

n¼n0

sLðnDtÞe�ixnDt ; ð2Þ

where x is the angular frequency, N the number of samples, Dt the
time step, n0Dt = t0 P 0 the starting time instant and NðsL;n0;

N;DtÞ ¼ N=Dt is a normalisation factor, derived in Appendix A.

2.2.1. The temporal exponential decay of the FID Fourier transform
In the following, the exponential decay of the FID FT in a tempo-

rally progressing window is first derived. Thereafter, the contribu-
tion of noise is also taken into account. These allow, especially,
determining an estimate for the relaxation time, bT �2.

Inserting sL(nDt) from Eq. (1) to Eq. (2),

SLðx;n0Dt;NDtÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
Dt=N

p Xn0þN�1

n¼n0

Ae�nDt=T�2 cosðxLnDt þuÞe�ixnDt ð3Þ

¼
ffiffiffiffiffiffiffiffiffiffiffiffi
Dt=N

p
� Ae�t0=T�2

XN�1

n¼0

e�nDt=T�2

� cosðxL½nDt þ t0� þuÞe�ixðnDtþt0Þ; ð4Þ
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where the second equality holds after the substitution (nDt + t0) ?
nDt. Furthermore, when 2pfL ¼ xL � 1=T�2, the last expression may
be approximated by

SLðx; t0;NDtÞ �
ffiffiffiffiffiffiffiffiffiffiffiffi
Dt=N

p
� Ae�t0=T�2

XN�1

n¼0

e�nDt=T�2 cosðxLnDt þuÞe�ixnDt:

ð5Þ

In the region of interest, i.e., at the Larmor frequency, this holds
approximately since the phase shifts in cos(�) and e(�) remain the
same, and T�2 is much longer than an oscillatory cycle. In the pres-
ent study, fL � 100 Hz and 1=T�2 � 1 s�1 [31]. Finally, the FT can be
written as

SLðx; t0;NDtÞ � e�t0=T�2 SLðx; 0;NDtÞ: ð6Þ

In the frequency domain, the Lorentz peak is located at fL. Eq. (6)
shows that it will decay according to T�2 as the time window of the
FT is shifted forward in time.

From now on, the PS is investigated, which gives directly a
means to evaluate the standard deviation of noise at fL. Another
major advantage with the PS Lorentz peak, as opposed to the
absorption (or dispersion) Lorentz peak, is that its form is indepen-
dent of the yet unknown u. Thus, from Eq. (6),

jSLðx; t0;NDtÞj2 � e�2t0=T�2 jSLðx;0;NDtÞj2: ð7Þ

The measured signal is assumed to be the sum of the FID and
noise g(t) that is white around the Larmor frequency, i.e.,

uLðtÞ ¼ sLðtÞ þ gðtÞ: ð8Þ

The contribution of g(t) on the PS is analysed in Appendix B.
Combining Eqs. (7) and (B.6) gives a convenient equation for the

exponential decay of the PS Lorentz peak height as

jULðx; t0;NDtÞj2 � jSLðx;0;NDtÞj2e�2t0=T�2 þ r2
g: ð9Þ

When the PS of the signal is calculated over a sequence of time
windows and evaluated at the Larmor frequency, T�2 can be deter-
mined from Eq. (9). From the same fit, jSL(xL,0,NDt)j2 and rg are
also obtained.

The Larmor frequency can be determined from the location of
the Lorentz peak in the PS of the entire FID signal. If the recorded
signal duration NDt � T�2, a good estimate x̂L for the Larmor
frequency is obtained. Also, according to the Nyquist sampling
theorem, fL 6 1/(2Dt) has to hold to avoid aliasing.

2.2.2. Estimating the signal amplitude
After the estimates x̂L; bT �2 and r̂g have been determined, A

can be estimated numerically by making use of the noiseless FID
signal PS, as in Appendix C.1. For this purpose, it is best to use
the full-length FID signal with Ntot samples. Starting from the
relation

jULðxL; 0;NtotDtÞj2 � jSLðxL; 0;NtotDtÞj2 þ r2
g; ð10Þ

and using Eq. (C.18), the amplitude A is

Aðx̂L;xLÞ �
2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
jULðxL;0;NtotDtÞj2 � r2

g

q
ffiffiffiffiffiffi
Dt

Ntot

q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þe

�2NtotDt=T̂�
2�2e

�NtotDt=T̂�
2 cosð½x̂L�xL �NtotDtÞ

1þe
�2Dt=T̂�

2�2e
�Dt=T̂�

2 cosð½x̂L�xL �DtÞ

r ; ð11Þ

where xL is the true, unknown, Larmor frequency. The angular
frequency resolution of the FT is 2p/(NtotDt). Thus, the maximum
error in the Lorentz peak position is half of this: DxL = p/(NtotDt).
Therefore, assuming that the Lorentz peak is approximately
symmetric, an upper bound for the original signal amplitude can
be obtained by computing Aðx̂L þ DxL; x̂LÞ. The lower bound is
simply Aðx̂ L; x̂LÞ.
2.3. Fitting of an exponential function

Next, the non-iterative method for exponential LS fitting is
derived. It is based on integrating the exponential function;
differentiating the function to obtain a LS fit was also attempted,
but proved unstable. In contrast, the integration method is very
stable.

The measurements are assumed to yield two coordinates (x,y)
per data point that are distributed as

yðxÞ ¼ aebx þ c: ð12Þ

The constants a, b and c are to be determined from the
measurements.

Eq. (12) is first integrated from xm to xn:

YðxnÞ � YðxmÞ ¼
a
b
ðebxn � ebxm Þ þ cðxn � xmÞ: ð13Þ

Substituting for the exponential terms from Eqs. (12) to (13)
yields

YðxnÞ � YðxmÞ ¼
1
b
½yðxnÞ � yðxmÞ� þ cðxn � xmÞ: ð14Þ

From now on, all integrals satisfying xn > xm will be considered.
Let x, y and Y denote vectors with elements xnk

� xmk
; yðxnk

Þ� yðxmk
Þ

and Yðxnk
Þ � Yðxmk

Þ, respectively; mk and nk denote the indices m
and n for the kth element. The number of elements in the vectors
is M = P(P � 1)/2, where P is the original number of data points.
Thus, Eq. (14) can be written as

Y ¼ 1
b

y þ cx: ð15Þ

The LS solution for the constants in this equation is

1=b̂
ĉ

" #
¼ ð½y x�T½y x�Þ�1½y x�TY: ð16Þ

From Eq. (16), estimates for b and c can be solved:

b̂ ¼ jxj2jyj2 � ðxTyÞ2

jxj2ðyTYÞ � ðxTyÞðxTYÞ
and ð17Þ

ĉ ¼ jyj
2ðxTYÞ � ðxTyÞðyTYÞ
jxj2jyj2 � ðxTyÞ2

: ð18Þ

It will be assumed that around the Larmor frequency, x and y
have additive white noise l and m, respectively; the noiseless vari-
ables are denoted by subscript 0. Thus, the elements of the vectors
x, y and Y are

½x�k ¼ ðx0;nk
þ lnk

Þ � ðx0;mk
þ lmk

Þ; ð19Þ

½y�k ¼ ðy0;nk
þ mnk

Þ � ðy0;mk
þ mmk

Þ and ð20Þ

½Y�k ¼
Xnk�1

n¼mk

ðxnþ1 � xnÞ
yn þ ynþ1

2
; ð21Þ

whereafter ½x0�k ¼ x0;nk
� x0;mk

; ½y0�k ¼ y0;nk
� y0;mk

; ½l�k ¼ lnk
� lmk

and ½m�k ¼ mnk
� mmk

are assigned to yield

x ¼ x0 þ l and ð22Þ
y ¼ y0 þ m: ð23Þ

The M sampled elements of l and m are gathered in the vectors
l and m, respectively. The standard deviations of the noise variables
are rl and rm, respectively. The noise of the vector products in the
solutions of b̂ and ĉ can be taken into account, as in Appendix D.
The results are
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jxj2 � jx0j2 þ 2Mr2
l; ð24Þ

jyj2 � jy0j
2 þ 2Mr2

m ; ð25Þ
xTy � xT

0y0; ð26Þ
yTY � yT

0Y0 and ð27Þ
xTY � xT

0Y0 þ r2
lðyþÞ

T1; ð28Þ

where the elements of the vector y+ are sums of the y coordinates at
the integration limits yþk ¼ ymk

þ ynk

� �
. The vector 1 is an M-dimen-

sional vector of 1’s.
Finally, the solutions in the integral method read

b̂ ¼
jxj2 � 2Mr2

l

h i
jyj2 � 2Mr2

m

h i
� ðxTyÞ2

jxj2 � 2Mr2
l

h i
ðyTYÞ � ðxTyÞ xTY � r2

lðyþÞ
T1

h i ð29Þ

and

ĉ ¼
jyj2 � 2Mr2

m

h i
xTY � r2

lððyþÞ
T1Þ

h i
� ðxTyÞðyTYÞ

jxj2 � 2Mr2
l

h i
jyj2 � 2Mr2

m

h i
� ðxTyÞ2

: ð30Þ

The one remaining constant â will be solved from Eq. (12). Note
that in the following, the vectors contain only P elements, and they
can be distinguished from the vectors above by the bar on top of
them. A vector with elements expðb̂xnÞ will be denoted by �e, and
the vectors �1 and �y have elements 1 and yn, respectively. Starting
from

�y ¼ â�eþ ĉ�1; ð31Þ

and multiplying by the vector �1, and solving for â, one gets

â ¼
�yT�1� Pĉ

�eT�1
: ð32Þ

The computational cost for evaluating â depends on the number
of data points as OðPÞ due to the computed vector products. It is not
necessary to consider noise in the vector products because the vec-
tors are uncorrelated.

The strength of the integral fitting solution is that it uses all the
pairwise relations between the data points. The computational cost
of this method depends on the number of data points as OðP2Þ. This
is due to the fact that there are M = P2/2 � P/2 elements in the dot
products of b̂ and ĉ, and only P in â.

The only parameters needed in the integral fitting are the
data points’ standard deviations in the x and y directions. In the
special case that there is no noise in the x direction, an iterative
method is proposed for determining the noise in the y direction,
see Appendix E.

2.4. Power spectrum Lorentz peak shape fitting

The parameters of the FID signal can also be determined from
the Lorentz peak. Let the starting point be the PS Lorentz peak,
Eq. (C.15) in Appendix C with the mentioned approximations.
Denoting jyj2 = jUL(x, t0, NDt)j2, Eq. (C.15) may be rewritten as

½2xL� �xjyj2 þ �ð1=T�2Þ
2 �x2

L

h i
� jyj2 þ ½A2

=4NDt� � 1 ¼ x2jyj2:

ð33Þ

Picking up Q samples from the PS, and denoting the nth x and
jyj2 by xn and jynj2, respectively, the equation can be discretised to

x1jy1j
2 jy1j

2 1

..

. ..
. ..

.

xQ jyQ j
2 jyQ j

2 1

2664
3775

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
Z

2xL

� 1=T�2
� �2 �x2

L

A2
=4NDt

264
375

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
f

¼
x2

1jy1j
2

..

.

x2
Q jyQ j

2

2664
3775

|fflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflffl}
z

: ð34Þ
As indicated, this may be written as

Zf ¼ z: ð35Þ

The LS solution to this equation reads

f ¼ ðZTZÞ�1ZTz: ð36Þ

In the following Subsection, the noise in the data is taken into
account.

2.4.1. Noise considerations
The effect of noise has been studied in more detail in Appendix

F, making use of the FID signal’s noise g, that is assumed white
around the Larmor frequency, with standard deviation rg. Using
Eq. (F.7), the corrected power spectrum can be written as

jy01j
2 � jyj2 � r2

g: ð37Þ

The same kind of analysis is carried out for jyj4. Using Eq. (F.10),
where the corrected variable is marked with jy02j4, results in

jy02j
4 � jyj4 � 4r2

gjyj
2
: ð38Þ
2.4.2. Taking the noise into account in the fit
Now, the noise in the matrix products of Z and z can be taken

into account. Assuming the frequency parameter x noiseless, one
simply substitutes jy01j2 for jyj2 and jy02j4 for jyj4. The 3 � 3 matrix
ZTZ in Eq. (36) can be written as

ZTZ ¼
XQ�1

n¼0

x2
njy02nj

4 xnjy02nj
4 xnjy01nj

2

xnjy02nj
4 jy02nj

4 jy01nj
2

xnjy01nj
2 jy01nj

2 1

264
375: ð39Þ

The matrix–vector product in the same equation can be
written as

ZTz ¼
XQ�1

n¼0

x3
njy02nj

4

x2
njy02nj

4

x2
njy01nj

2

2664
3775: ð40Þ

Now, f can be written out with these corrections:

f ¼
XQ�1

n¼0

x2
njy02nj

4 xnjy02nj
4 xnjy01nj

2

xnjy02nj
4 jy02nj

4 jy01nj
2

xnjy01nj
2 jy01nj

2 1

2664
3775

0BB@
1CCA
�1 XQ�1

n¼0

x3
njy02nj

4

x2
njy02nj

4

x2
njy01nj

2

2664
3775

0BB@
1CCA:
ð41Þ

Finally, from f, defined in Eq. (34), the FID signal characteristic
parameters may be solved:

fL ¼
xL

2p
¼ f1

4p
; ð42Þ

T�2 ¼
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

�f2 �x2
L

q ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�f2 � ðf1=2Þ2

q and ð43Þ

A ¼ 2
ffiffiffiffiffiffiffiffiffiffiffiffiffi
NDtf3

p
; ð44Þ

where the subscripted f’s refer to the elements of f.

2.5. Determining the phase of the FID signal

It has been shown how fL, T�2 and A can be determined from the
PS. For u, other approaches are needed. First, the use of absorption
and dispersion Lorentzians is proposed. Then, a correlation method
is given.



Fig. 1. Steps in the signal preprocessing: In (a), the original signal and an exponential
fit are shown. In (b), the exponential trend has been subtracted from the signal. The
low-pass filtered signal is also shown in (b). In (c), the difference of the two signals in
(b), which is the final pre-processed signal, is shown. In (d), the final pre-processed
signal has been Fourier-transformed to obtain the PS, jUL(2pf, 0, NtotDt)j2.
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2.5.1. The phase from the complex Lorentzian
In this Subsection, the complex Lorentzian comprising the

absorption and dispersion Lorentzians is considered. The noise
can be neglected since it is zero mean in the FT and the eventual
equation for the determination of u.

The starting point is Eq. (C.3), i.e., the FT of the FID signal in
Eq. (1). It can be shown similarly as in Appendix C that the second
term in the FT can be neglected when xL � 1=T�2. The real ampli-
tude coefficient may be discarded, also.

The Lorentz peak is considered over the frequency samples xm

covering it. Close around the Lorentz peak, constructing a vector y
with elements SL(xm, 0, NDt) and a vector g with elements

gm ¼
e� 1=T�2�ixLþixmð ÞNDt � 1

e� 1=T�2�ixLþixmð ÞDt � 1
; ð45Þ

Eq. (C.3) can be written as

y �
ffiffiffiffiffiffi
Dt
N

r
� A

2
� eiug: ð46Þ

This equation can be solved for u by taking the inner product of
the equation with a vector of ones, 1:

eiu � yT1ffiffiffiffi
Dt
N

q
� A

2 � gT1
: ð47Þ

The phase is recovered by computing

u � arctan
Im ðyT1Þ=ðgT1Þ
	 


Re ðyT1Þ=ðgT1Þ½ �

� �
: ð48Þ
Fig. 2. FID PS peaks at times t0 from the beginning of the a precession; the width of
the time window is 1 s. The peak height decays exponentially according to T�2=2. The
horizontal axes represent frequency f and the vertical axes spectral power jUL(2pf, t0,
NDt)j2.
2.5.2. The phase by correlation
Another method to estimate u is correlating a simulated FID

sLð~u;nDtÞ ¼ Ae�nDt=T�2 cosðxLnDt þ ~uÞ; t P 0, with the noisy mea-
sured signal uLðu;nDtÞ ¼ Ae�nDt=T�2 cosðxLnDt þuÞ þ gðnDtÞ; t P 0,
where the N samples are indexed by n with a time step Dt. As
derived in Appendix G, the correlation has a proportionality
relation

cfsLð ~u;nDtÞ; uLðu;nDtÞg / cosð ~u�uÞ: ð49Þ

The correlation maximum value is found by varying the test
phase ~u over one full cycle, 2p. The corresponding argument ~u is
the phase of the FID.

3. Results

In the following, the signal of a planar gradiometer was
chosen for study. The aim was to determine the four FID parame-
ters T�2, A, fL and u from the signal. First, the signal needed
preprocessing.

3.1. Preprocessing

The steps of preprocessing are illustrated in Fig. 1, as well as the
PS from the full signal. Accordingly, before the Fourier analysis, a
slow exponential trend was subtracted from the signal. The fitting
of a, b and c was performed with the method in Section 2.3. After
this, the signal was low-pass filtered bidirectionally (Butterworth
IIR, order 5) with a cutoff frequency of 2.5 Hz. The filtered signal
was then subtracted from the signal. Thus the FID signal was pre-
served while taking unwanted low-frequency signal components
away. The validity of high-pass filtering would have been more dif-
ficult to estimate visually.

It is to be noted that the constant term in the exponential fit
(the term c in Eq. (12)) was revealed to be clearly different from
0. Thus, an exponential fit without a constant term would have
performed poorly.
3.2. Fitting the FID parameters

Next, the sequence of FTs is considered for an exponential inte-
gral fit. Each Fourier window spans over a duration of 1 s. The first
Fourier window PS is represented in Fig. 2 at t0 = 0.00 s. The next
window shown is the one with t0 = 0.25 s and so forth until
t0 = 1.25 s. The last Lorentz peak is tiny compared to the first one be-
cause, according to Eq. (9), the peak’s height decreases with time
constant T�2=2 � 0:5 s.

In Fig. 3, the Lorentz peak heights, as in Fig. 2, are plotted
against t0. However, the window is moved with smaller steps, of
length 10 ms. There are altogether P = 166 peaks forming equally
many data points. The exponential fitting of parameters T�2 and fL

by integration was performed by comparing Eqs. (9) and (12),
and noting that



Fig. 3. Exponentially fitted FT FID peak heights. The time t0 from the initial Fourier
window is represented on the horizontal axis. The spectral power of the peak at
Larmor frequency, jUL(xL, t0, NDt)j2, is represented on the vertical axis.

Table 1
Fitting results by the integral method. See text for explanations.

Parameter (unit) Value

â ((T/m)2/Hz) 4.75 � 10�24

b̂ (1/s) �1.90

ĉ ((T/m)2/Hz) 1.30 � 10�25

Dx (ms) 10
rl (ms) 0
rm ((T/m)2/Hz) 2.26 � 10�25

Error ((T/m)2/Hz) 2.25 � 10�25
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x ¼ t0; ð50Þ
y ¼ jULðxL; t0;NDtÞj2; ð51Þ
a ¼ jSLðxL; 0;NDtÞj2; ð52Þ
b ¼ �2=T�2 and ð53Þ
c ¼ r2

g; ð54Þ

where N = 1000 is the number of data points in the sequential time
windows. The selection of the moving FT window length is a trade-
off between data points in the exponential fit and the frequency res-
olution. Having 166 data points in the fit and 1000 samples in the
FTs seemed a reasonable choice; the simulations in Section 3.3
show that with such a choice, T�2 could be accurately recovered.

In Table 1, the results using the integral method are presented.
The shown error was calculated by subtracting the fitted function
from the data points in the y direction and taking the standard
deviation of this. The value of the standard deviation rm used for
the optimal fit, and presented in Section 2.3, was almost the same.
Table 2
Key results of fitting. In the row titled Exp. fit, T�2 was determined by the Lorentz peak h
method, Eqs. (17) and (53). The Larmor frequency fL was determined on the same row by
estimated by using an approximation for the Lorentz peak height in the full-length PS,
waveforms, Eq. (48), and the u with the subscript corr refers to the estimate obtained by co
deviation at or near fL. The row L. fit and L. fit z.p. contain the fitting results of direct Loren
and Fig. (4). The numbers of samples in the FT PSs in the T�2 and rg columns with the thr
respectively. In the columns A and fL, the PSs had 2650 samples on the first and second ro
2650 recorded samples.

A (10�12 T/m) T�2 (s) fL (Hz)

Exp. fit 2[8.11, 11.03] 1.05 108.68 ± 0.19
L. fit 7.28 1.35 108.77
L. fit z.p. 9.85 0.84 108.60
The standard deviation rl, as presented in the same Section, was
evaluated to be 0 because of the precise manner by which the Fou-
rier window was translated over the time signal (10 ms at a time).

A comparison to the new integral-based fitting method was
performed according to another integral-based method [22]. The
target equation consisted of two exponential terms:

y ¼ a1e�b1x þ a2e�b2x: ð55Þ

In the present study, it was assumed a priori that b2 = 0. Thus,
Eq. (55) reduced to the form of Eq. (12). The fit was successful,
but the error, calculated in the same way as above, was 31% higher
than the one acquired with the new method. The main differences
between this method and the present one are that it uses only
P � 1 numerical integrals from the data, and it does not take the
noise of the data into account.

Using the fit results of the new method, T�2 and fL of the water
sample were estimated to be

bT �2 ¼ �2=b̂ � 1:05 s and ð56Þ

f̂ L ¼
x̂L

2p
� ð108:68	 0:19Þ Hz; ð57Þ

where f̂ L was observed from the data of Fig. 1d. Its maximum error
estimate is half of the frequency step. The noise level from the full-
length power spectrum in the range [113, 130] Hz was estimated to
be r̂g � 0:23 � 10�12 ðT=mÞ=

ffiffiffiffiffiffi
Hz
p

. According to Eq. (54), the standard
deviation of noise at fL can be computed to be r̂g � 0:36�
10�12 ðT=mÞ=

ffiffiffiffiffiffi
Hz
p

. There is a difference in the noise levels due to
the different lengths of the FTs.

As to the noise at fL, a comparison in the same units as A reveals
a value of

ffiffiffiffiffiffiffiffiffiffi
ĉ=Dt

p
� 11:41 � 10�12 T=m. The final step is computing

A. Now, since the condition NDt=T�2 � 1 fails, the theoretical value
for the Lorentz peak height, AT�2

� �2
=ð4NDtÞ (see Appendix C),

cannot be used to determine A. Instead, Eq. (11) is used to obtain
a lower and upper boundary for the signal amplitude: bA 2
½8:11;11:03� � 10�12 T=m.

The phase of the measured FID signal was estimated by the
methods in Section 2.5. The use of the absorption and dispersion
Lorentzian waveforms led to the result 0.38 rad. By using the
correlation method, a value of 0.77 rad was obtained for û. The
key results of the estimates are presented in Table 2.
3.2.1. The Lorentz peak shape fitting
Also, an attempt was made to estimate the FID parameters by

the method of Lorentz peak fitting derived in Section 2.4; it proved
difficult. According to simulations, when the Lorentz peak is repre-
sented by almost only one point, the LS solution matrix may have
too low a rank to be inverted properly. An obvious reason for the
difficulty of applying the method of Section 2.4 is that the approx-
imation assumption NDt=T�2 � 1 which is needed, only barely
holds. However, the measured FID peak was represented by slightly
eight’s exponential decay in a moving time window, using the integral exponential
checking its position in the full-length PS. Also, on the same row, the range for A was
Eq. (11). The u with the subscript wav refers to the phase obtained by the Lorentz
rrelation, Eq. (49). The last column’s rg reflects the frequency domain noise standard

tz peak shape fitting and the same with zero padding, respectively, see Eqs. (42)–(44)
ee different methods were 1000, 2650 and 10,600 from the first row to the last row,
w, and 10,600 samples on the last row. The determinations of the phases included all

uwav (rad) ucorr (rad) rg (10�12 (T/m)/
ffiffiffiffiffiffi
Hz
p

)

0.38 0.77 0.36
0.23
0.11



Fig. 4. Lorentz peak fitted by the application of the Lorentz peak shape. The peak in
(a) has been computed directly from the FID, and the fit has been performed on the
visible horizontal axis stretch. The peak in (b) has been computed by zero-padding
the FID with three times as many zeros in the end as data points in the measured
FID. The peak fit has been performed on an area 0.3 Hz to the left and right of the
Lorentz peak top. The plotted fit has been extrapolated further away from that area.
The vertical axis represents the PS jUL(2pf, 0, NtotDt)j2 in (a), and jUL(2pf, 0,
4NtotDt)j2 in (b) which is the PS of the zero-padded FID signal. The noise parameter
for the fits was estimated in each case from the interval [113, 130] Hz.
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more than one point, so the fitting was possible. The key results are
presented in Table 2. The resulting fit is illustrated in Fig. 4.

3.3. Simulations

The fitting procedures of exponential decay, direct and zero-pad-
ded Lorentz peak shape, phase by Lorentz waveform and correlation
were tested by simulations. The data are presented in Table 3.

The first simulation had fL = 108.68 Hz, coinciding with a
sampling point in the full-length PS. The second one had fL =
108.87 Hz, appearing in the middle of two sampling points in the
full-length PS, while agreeing on the other parameters of the first
simulation. It can be seen that in both cases, the estimates for T�2
are reproduced equally well with all methods, except for the
zero-padding method. In the first simulation, all methods accu-
rately agree on fL, as could be expected. It is also logical that in
the second simulation, fL is half a frequency step off the correct
Table 3
Fitting results of four simulations with four consecutive rows per simulation. The rows titled
2). The parameter rm is the time domain standard deviation of the measured noise that is

A (10�12 T/m) T�2 (s) fL (Hz)

Test 9.50 1.05 108.68
Exp. fit 2[9.49, 12.91] 1.05 108.68 ± 0.19
L. fit 8.74 1.05 108.68
L. fit z.p. 10.10 0.96 108.68

Test 9.50 1.05 108.87
Exp. fit 2[7.03, 9.56] 1.05 109.06 ± 0.19
L. fit 10.26 1.05 108.87
L. fit z.p. 10.10 0.96 108.87

Test 9.50 1.05 108.87
Exp. fit 2[7.25, 9.83] 1.04 108.68 ± 0.19
L. fit 9.71 1.14 108.85
L. fit z.p. 9.82 1.04 108.86

Test 19.00 1.05 108.87
Exp. fit 2[14.21, 19.29] 1.04 108.68 ± 0.19
L. fit 20.18 1.11 108.85
L. fit z.p. 19.80 1.01 108.87
one on the row titled Exp. fit, as the value is observed from the
peak PS value’s position on the frequency axis. The Lorentz peak
shape fits agree precisely with the correct value. The estimated val-
ues of A are near the correct one, and the interval on the Exp. fit
row behave as expected; in the first simulation, A appears approx-
imately at the infimum of the interval and in the second simula-
tion, it appears close to the supremum of the interval. As to the
phase, both estimates are remarkably accurate when fL coincides
with a sampling point, whereas having it between them makes
the phase estimates notably less accurate.

In the third simulation, the values of the second simulation were
used, but noise from a measurement without an FID was super-
posed on the signal. The integral exponential fit estimate for T�2 is
still very accurate. The Lorentz peak shape fits give good estimates
for fL, and A is still close to the supremum obtained with Eq. (11).

In the fourth simulation, A was doubled, while the other param-
eters agreed with the third simulation. The parameter estimates
have approximately the same level of accuracy as in the third sim-
ulation. In the following Sections, the implications of the simula-
tions are discussed, along with other remarks.
4. Discussion

In this work, it was shown that getting the four characterising
parameters of an FID can be achieved by using a moving window
of FTs over the signal, the signal’s full-length FT and the temporal
signal. These are the inhomogeneous transverse relaxation time T�2,
Larmor frequency fL, amplitude A and phase u.

The signal preprocessing featured an integral exponential fit
and a bidirectional low-pass filtering. After this, the signal was
sequentially short-term Fourier-transformed to obtain the expo-
nential decay of the Lorentz peak in the PS. The height of the peak
depends on T�2 and A. In the preprocessing and the parameter
estimation, the developed, integral-based and noise-corrected,
exponential fitting method proved efficient and accurate. This
method, and the Lorentz peak shape fitting, are briefly handled
in the next Subsection, whereafter the fitting results pertaining
to the FID are presented in the following Subsections.

4.1. Integral exponential fitting and the power spectrum Lorentz peak

A comparison between the new exponential fitting method and
a previously reported method [22] was performed. The new
method proved much more robust. This can be explained by two
factors. First, the new method makes use of all relevant, numeri-
Test represent values of parameters for constructing the simulation signals (see Table
assumed white around the Larmor frequency, superposed on the simulated FID.

uwav (rad) ucorr (rad) rm (10�12 (T/m)/
ffiffiffiffiffiffi
Hz
p

)

1.00 0.00
1.00 1.00

1.00 0.00
0.89 0.45

1.00 8.66
1.20 1.53

1.00 8.66
1.15 1.55
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cally evaluated first integrals. Second, the method takes the noise
in the data into account. The correct noise level can be estimated
by the iterative method proposed in Appendix E.

The integral-based exponential fitting needs only two parame-
ters which often can be estimated from the data prior to calcula-
tion: the noise in the x and y directions. Excluding the noise, the
data are assumed to be uniformly distributed in the x direction.

Fitting of the PS Lorentz peak by using its formula proved diffi-
cult due to the peak consisting of very few points. However, the
presented least squares solution for the fitting considers also noise
in the signal and may prove useful for Lorentz peaks consisting of a
better continuum of sample points in another application. Also, the
Lorentz peak form fitting method takes into account the noise in
the signal. The advantage of PS Lorentz peak over absorption or dis-
persion Lorentzians is that it is independent of u.

4.2. Fitting results for T�2 and A

With the exponential fit, the obtained value for the transverse
(inhomogeneous) relaxation time, T�2 ¼ 1:05 s, is reasonable and
in accordance with other studies: According to the results in [32],
low-field measurements of distilled water yielded a value of pure
T2 � 1.5 s at 2.6 lT (fL � 110 Hz). According to another low-field
NMR survey, a value of pure T2 � 1.3 s was reported [33]. Thus,
the results obtained in this work with a 10 ml tap water sample
are of the correct order: the T�2 is less than the pure T2 for distilled
water, as is to be expected. Thus, the main factors contributing to
the decrease in T�2 are probably the inhomogeneity of the measure-
ment field and impurities in the tap water. They cause the nuclear
spins to dephase, which reduces the relaxation time.

The direct Lorentz peak shape fitting result for T�2 is 1.35 s; it is
0.84 s with zero-padding. When the Lorentz peak consists only of
a few points, zero-padding of the time-domain signal adds more
points to the peak. Thus, the peak shape fitting becomes easier.
However, it seems that in this case the direct Lorentz peak shape fit-
ting yields a more accurate result, because the zero-padding meth-
od adds data points to the peak incorrectly by visual inspection, see
Fig. 4.

The estimates for T�2 with the above-mentioned methods differ
clearly from each other. The simulations can give a hint as to which
one would be the most reliable estimate. It seems that the expo-
nential fitting method is close to reality, while the direct Lorentz
peak shape fitting gives an overestimate, and furthermore, padding
zeros to the FID in the Lorentz peak shape fitting yields too low an
estimate for T�2.

The range for the signal amplitude, A 2 [8.11,11.03] � 10�12 T/m,
obtained by inspecting the Lorentz peak height, is realistic accord-
ing to simulations. The result by using the direct Lorentz peak
shape fitting is A = 7.28 � 10�12 T/m, and with zero-padding
A = 9.85 � 10�12 T/m. These results fall on the edges of the afore-
mentioned interval. The time-domain signal amplitude A is of the
same magnitude as the time-domain noise at that frequency,
11.41 � 10�12 T/m, obtained from the integral exponential fitting.

According to simulations, doubling the FID amplitude, while
keeping the noise level the same, did not clearly affect the esti-
mates of T�2 and A. However, using a longer stretch of the FID signal
improves the estimate accuracy due to more data points in the
integral exponential fitting and the Lorentz peak. In this case, dou-
bling the FID amplitude will also be helpful, thus decreasing the
role of noise over the attenuated sinusoid.

According to the theory, doubling the FID signal amplitude in-
creases the height of the Lorentz peak by a factor of 4, as can be
seen analytically from Eq. (C.18). Assuming that the transverse
relaxation, characterised by T�2, and the longitudinal relaxation,
characterised by T1, are of the same order of magnitude, an esti-
mate for the signal increase by shifting the sample more quickly
to the measurement position can be obtained. In the experiment,
roughly doubling the signal amplitude could be achieved by shift-
ing the sample from the permanent magnet to the SQUIDs
T�2 � ln 2 � 0:7 s faster, see Eq. (1). On the other hand, it always
holds that T�2 < T1, so the signal increase could be slightly less.
4.3. Fitting results for fL and u

The Larmor frequency obtained from the measured FID by the
direct Lorentz peak shape fitting method was 108.77 Hz; it was
108.60 Hz with zero-padding. The Larmor frequency, estimated
by the location of the Lorentz peak in the FT, (108.68 ± 0.19) Hz,
is in accordance with these results. The Larmor frequency esti-
mates indicate the measurement field to have had the strength
2.55 lT. This is of the order estimated with the used coil geometry.

Eventually, u was evaluated by two methods. The average u
was approximately 0.57 rad � 33�. The variation of the two results,
0.40 rad � 23�, indicates, once again, that with the narrow line
width and relatively few data points, it is difficult to calculate pre-
cise parameters of the signal.
5. Conclusions

From a low-resolution FID signal, it was possible to determine
the FID parameters. The studied FID was real-valued; however,
the proposed methods easily extend to a complex FID signal. The
methods are nearly automatic; very little manual intervention is
necessary, mainly in the FID signal preprocessing. For the integral
noise-corrected exponential fit, the acronym INC-ExpFit is sug-
gested; for the power-spectral noise-corrected Lorentz peak fit,
the name PoNC-LorFit is proposed. Both of these methods work
with merely an assumption of noise that is white around the Lar-
mor frequency, and that can be non-Gaussian. The whiteness of
the noise should be a fair assumption, because the investigated fre-
quency band around the Larmor frequency is rather narrow.

After the preprocessing, the presented methods perform quickly.
In the case of narrow line width and very few data points in the Lor-
entz peak, the exponential decay of the PS Lorentz peak over
sequential short-term FT PSs yields a reasonable estimate for T�2.
In fact, according to simulations, this estimate for T�2 is more accu-
rate than the one with the Lorentz peak shape fitting. A crude esti-
mate for fL can be obtained from the full-length FT PS. An estimate
interval for A can be computed by using a partial approximation for
the height of the PS Lorentzian. It should also be noted that it is pos-
sible to determine the pure T2 instead of T�2 with the presented
methods; the choise depends only on the NMR sequences used.

In case a low-noise and long signal acquisition can be carried
out, the Lorentz peak most probably is represented by numerous
data points, three of the FID parameters, T�2, fL and A, can be quickly
determined by fitting the form of the PS Lorentzian to the data. The
phase u can be determined separately by two methods: either from
the FID FT or by correlating the modelled FID with the time-do-
main FID. In all of the methods presented in this work, the signal
noise is taken into account, which improves the results. In the fu-
ture, the methods may be extended to handle more than one expo-
nentially attenuated sinusoid.

The presented methods are applicable at any NMR field strength
and signal-to-noise ratio. In case it is desired to determine the four
parameters underlying Lorentz peaks in a high-field PS, it is sug-
gested that shorter data-acquisition times are possible when using
the methods presented in this study. Thus, considerable speed-up
of experiments could be expected. On the other hand, NMR in
the Earth’s magnetic field could be facilitated. Also, the NMR signal
amplitude could be used to estimate the longitudinal relaxation
time T1 with an appropriate pulse sequence.
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Appendix A. Power spectrum normalisation

This Appendix pertains to Section 2.2. The PS normalisation factor
Nðh;n0;N;DtÞ can be determined for a time-domain signal h(t) from

XN�1

m¼0

jFfhðnDtÞgðmDxÞj2 ¼
Xn0þN�1

n¼n0

jhðnDtÞj2Dt ðA:1Þ
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Dt
¼ N

Dt
; ðA:4Þ

where N is the number of samples, Dt the time step, Dx =
2pDf = 2p/(NDt) the angular frequency step and t0 = n0Dt the FT
starting instant. In Eq. (A.4), Parseval’s theorem has been applied.
The normalisation ensures that summing the FT PS from DC up to
the sampling frequency, yields the signal energy over the investi-
gated time window.

Appendix B. Signal power spectrum with white noise around
the Larmor frequency

This Appendix pertains to Section 2.2.1. With white noise g(t)
around the Larmor frequency, the PS of uL(t) reads

jULðx;n0Dt;NDtÞj2 ¼
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where N is the number of samples, Dt the time step, x the angular
frequency and t0 = n0Dt the FT starting instant. The variance of the
noise in the frequency domain is denoted by r2

g. In Eq. (B.3), the
noise orthogonality (uncorrelatedness) to the signal and the expo-
nential factor is used.

Appendix C. The discrete Fourier transform power spectrum
Lorentz peak

This Appendix pertains to Section 2.5.1. Starting from the time-
domain FID signal Eq. (1), an analytic form for the discrete FT PS
Lorentz peak can be derived. The discrete FT yields for the signal

SLðx;0;NDtÞ ¼
ffiffiffiffiffiffi
Dt
N

r XN�1

n¼0

sLðnDtÞe�ixnDt ðC:1Þ

¼
ffiffiffiffiffiffi
Dt
N

r
� A

2

XN�1

n¼0

e�nDt=T�2

� eixLnDtþiu þ e�ixLnDt�iu� �
e�ixnDt ðC:2Þ

¼
ffiffiffiffiffiffi
Dt
N

r
� A

2
eiu e�ð1=T�2�ixLþixÞNDt � 1

e�ð1=T�2�ixLþixÞDt � 1

�
þ e�iu e�ð1=T�2þixLþixÞNDt � 1

e�ð1=T�2þixLþixÞDt � 1

�
; ðC:3Þ

where N is the number of data points and Dt is the sampling inter-
val. In the second step, Euler’s formula was used. The normalisation
by

ffiffiffiffiffiffiffiffiffiffiffiffi
Dt=N

p
is described by Eq. (A.4). Now, letting

z	 ¼
e�ð1=T�2	ixLþixÞNDt � 1
e�ð1=T�2	ixLþixÞDt � 1

; ðC:4Þ

Eq. (C.3) may be written as

SLðx;0;NDtÞ ¼
ffiffiffiffiffiffi
Dt
N

r
� A

2
eiuz� þ e�iuzþ
� �

: ðC:5Þ

The PS follows as

jSLðx;0;NDtÞj2 ¼
ffiffiffiffiffiffi
Dt
N

r
�A
2

eiuz� þ e�iuzþ
� �

�
ffiffiffiffiffiffi
Dt
N

r
A
2

eiuz� þ e�iuzþ
� �� ��

ðC:6Þ

¼ Dt
N
�A

2

4
z�z�� þ zþz�þ þ e2iuz�z�þ þ e�2iuz��zþ
� �

ðC:7Þ

¼ Dt
N
�A

2

4
z�z�� þ zþz�þ þ2Re e2iuz�z�þ

	 
� �
: ðC:8Þ

In the last step, the two last terms are each other’s complex con-
jugates, and only their real parts remain after the summation. The
two first terms in Eq. (C.8) can be expanded as

z	z�	 ¼
1þ e�2NDt=T�2 � 2e�NDt=T�2 cosð½x	xL�NDtÞ

1þ e�2Dt=T�2 � 2e�Dt=T�2 cosð½x	xL�DtÞ
: ðC:9Þ

When NDt=T�2 � 1;0 KDt=T�2 
 1, [x �xL]Dt � 0 and 0 < [x +
xL]Dt � 2xLDt < p, an approximation for z	z�	 can be obtained:

z	z�	 � 1þ 1� 2Dt=T�2 þ 2ðDt=T�2Þ
2

� �
� 2 1�Dt=T�2 þ

1
2

Dt=T�2
� �2

� ��
� 1� 1

2
ð½x	xL�DtÞ2

� ���1

; ðC:10Þ

where in the numerator, the exponential terms have been approxi-
mated to 0, and in the denominator, the exponential functions and
the cosine have been approximated up to second order. Expanding,
and neglecting the terms with (Dt)3 and (Dt)4, it follows that

z	z�	 �
1

ðDt=T�2Þ
2 þ ½xDt 	xLDt�2

: ðC:11Þ
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It can be seen that, when ð1=T�2Þ
2 
 x2

L , z�z�� dominates zþz�þ, so
their sum can be approximated as

z�z�� þ zþz�þ �z�z�� ðC:12Þ

� ð1=DtÞ2

1=T�2
� �2 þ ðx�xLÞ2

: ðC:13Þ

Now, it remains to show that the last term in Eq. (C.8) can be
neglected. The supremum of its absolute value is clearly jz�z�þj:

jz�z�þj ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
z�z��
� �

zþz�þ
� �q

: ðC:14Þ

From Eq. (C.11), it can be seen that Eq. (C.14) is small compared
to z�z��. In general, this holds as long as z�z�� is greater than zþz�þ by,
say, four decades. This makes jz-z+j two decades smaller than z�z��
due to the geometric mean in Eq. (C.14). An easy criterion for
neglecting the last term in Eq. (C.8) is, again, that ð1=T�2Þ

2 
 x2
L .

Finally, it follows that

jSLðx;0;NDtÞj2 � A2

4NDt
� 1

ð1=T�2Þ
2 þ x�xLð Þ2

: ðC:15Þ

Accordingly, the peak height at xL is approximately
ðAT�2Þ

2
=ð4NDtÞ when xL � 1=T�2, 0 KDt=T�2 
 1, (x �xL)Dt � 0,

0 < (x + xL)Dt � 2xLDt < p and NDt=T�2 � 1.
Starting from Eq. (C.2), it can also be seen that for an exponen-

tially attenuated signal eixLnDtþiu, the PS Lorentzian has the same
form as in Eq. (C.15), with the same assumptions as in the case
of the real sinusoid given above. The only difference is that
the solution is multiplied by 22 = 4. Using Eq. (C.15), it is also easy
to prove that the full width at half maximum (FWHM) is
DfFWHM ¼ 1=ðpT�2Þ, both in the case of the real and complex FID sig-
nal. Eventually, when u = 0, the forms of the absorption Lorentzian
and the PS Lorentzian are the same up to a constant coefficient [1].
However, as u starts deviating from 0, the absorption Lorentzian
loses its peak-like form. The same does not happen with the PS
Lorentzian, which makes the latter ideal for finding T�2, A and fL,
when u is unknown.

C.1. Slightly approximated power spectrum Lorentz peak shape

This Appendix Subsection pertains to Section 2.2.2.
Using Eq. (C.8), the PS Lorentz peak shape can be slightly approxi-
mated by

jSLðx;0;NDtÞj2 ¼Dt
N
� A

2

4
z�z�� þ zþz�þ þ 2Re e2iuz�z�þ

	 
� �
ðC:16Þ

�Dt
N
� A

2

4
z�z�� ðC:17Þ

¼Dt
N
� A

2

4

�1þ e�2NDt=T�2 � 2e�NDt=T�2 cosð½x�xL�NDtÞ
1þ e�2Dt=T�2 � 2e�Dt=T�2 cosð½x�x L�DtÞ

;

ðC:18Þ

where N is the number of samples in the time-domain signal. The
approximation above is justified as long as x2

L � ð1=T�2Þ
2.

Appendix D. Noise considerations in the integral exponential fit
vector products

This Appendix pertains to Section 2.3, where the variable defini-
tions can be found. Thus, the noise of the vector products in the
solutions of b̂ and ĉ can be considered:
jxj2 ¼ jx0 þ lj2 ðD:1Þ
¼ jx0j2 þ jlj2 þ 2xT

0l ðD:2Þ

�
x0?l
jx0j2 þ

XM

k¼1

ðlnk
� lmk

Þ2 þ 0 ðD:3Þ

�
only lmln�dm;nr2

l jx0j2 þ 2Mr2
l; ðD:4Þ

jyj2 � jy0j
2 þ 2Mr2

m ; ðD:5Þ
xTy ¼ ðx0 þ lÞTðy0 þ mÞ ðD:6Þ
¼ xT

0y0 þ xT
0m þ yT

0lþ lTm ðD:7Þ

�
x0?m;y0?l;l?m

xT
0y0; ðD:8Þ

yTY ¼
XM

k¼1

ðynk
� ymk

Þ
Xnk�1

n¼mk

ðxnþ1 � xnÞ
yn þ ynþ1

2
ðD:9Þ

¼
XM

k¼1

ðynk
� ymk

Þ ðxmkþ1 � xmk
Þ

ymk
þ ymkþ1

2

�
þ ðxnk

� xnk�1Þ
ynk�1 þ ynk

2

þ
Xnk�2

n¼mkþ1

ðxnþ1 � xnÞ
yn þ ynþ1

2

#
ðD:10Þ

�
only mmmn�dm;nr2

m
XM

k¼1

ðy0;nk
� y0;mk

Þ ðx0;mkþ1 � x0;mk
Þ

y0;mk
þ y0;mkþ1

2

��
þ ðx0;nk

� x0;nk�1Þ
y0;nk�1 þ y0;nk

2

þ
Xnk�2

n¼mkþ1

ðx0;nþ1 � x0;nÞ
y0;n þ y0;nþ1

2

#
þ ðxnkþ1 � xnk

Þm2
nk
=2� ðxmkþ1 � xmk

Þm2
mk
=2
o

ðD:11Þ

�
XM

k¼1

ðy0;nk
� y0;mk

Þ
Xnk�1

n¼mk

ðx0;nþ1 � x0;nÞ
y0;n þ y0;nþ1

2

(
þ ðxnk

� xnk�1Þr2
m=2� ðxmkþ1 � xmk

Þr2
m=2
�

ðD:12Þ

�
xmkþ1�xmk

�xnk
�xnk�1

yT
0Y0 and ðD:13Þ

xTY ¼
XM

k¼1

ðxnk
� xmk

Þ
Xnk�1

n¼mk

ðxnþ1 � xnÞ
yn þ ynþ1

2
ðD:14Þ

¼
XM

k¼1

ðxnk
� xmk

Þ ðxmkþ1 � xmk
Þ

ymk
þ ymkþ1

2

�
þ ðxnk

� xnk�1Þ
ynk�1 þ ynk

2

þ
Xnk�2

n¼mkþ1

ðxnþ1 � xnÞ
yn þ ynþ1

2

#
ðD:15Þ

�
only lmln�dm;nr2

l XM

k¼1

ðx0;nk
� x0;mk

Þ x0;mkþ1 � x0;mk

� � y0;mk
þ y0;mkþ1

2

��
þ ðx0;nk

� x0;nk�1Þ
y0;nk�1 þ y0;nk

2

þ
Xnk�2

n¼mkþ1

ðx0;nþ1 � x0;nÞ
y0;n þ y0;nþ1

2

#

þ l2
mk

ymk
þ ymkþ1

2
þ l2

nk

ynk�1 þ ynk

2

�
ðD:16Þ

�
ymk
�ymkþ1 ;ynk�1�ynk xT

0Y0 þ
XM

k¼1

r2
lðymk

þ ynk
Þ ðD:17Þ

¼ xT
0Y0 þ r2

lðyþÞ
T1; ðD:18Þ

where the elements of the vector yþ0 are sums of the noiseless y

coordinates at the integration limits yþk ¼ ymk
þ ynk

� �
. In the
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approximations, where two vectors are denoted perpendicular,
uncorrelatedness is used. The approximations containing the word
‘only’ assume that only the terms with a square of noise remain
from the terms containing noise. The approximations showing a
perpendicularity (\) sign indicate that the inner product of the vec-
tors beside the sign averages to approximately 0.

Appendix E. Using iteration to obtain the optimal integral
exponential fit

This Appendix pertains to Section 2.3. If the noise level of the
data points is known, this step is not needed, and the integral fit-
ting algorithm is completely non-iterative. However, the noise le-
vel can also be evaluated over a few iterative fits. Here, it is
assumed that the x direction is free of noise, but the noise in the
y direction is present. The following method works as long as the
calculated fit error forms a convex curve with respect to the noise
level estimate in the performed exponential fit. This was experi-
mentally found to be the case.

There are two noise levels to consider first: rm,min = 0 and rm,max.
The former one represents no noise at all in the data points’ fit. The
latter one represents the maximum possible noise level after fitting
a straight line to the data points. The line has no plasticity to adapt
to the data points so, in this treatment, it gives the worst-case
noise for the optimised exponential fit.

The iteration is based on choosing five equispaced values for the
noise levels, starting from the minimum noise level and ending in
the maximum one. Then, the fit is performed with all of these noise
levels, and the corresponding fit errors are computed. The mini-
mum error is located, whereafter the minimum and maximum
noise levels are updated to be around the minimum fit error. Again,
new fit errors are computed at five equispaced points in the span of
the updated minimum and maximum noise levels. The detailed
algorithm is presented below.

E.1. Definitions

1. There are altogether P elements in the data vectors x and y.
2. The exponential fit by integration:
� Parameter estimates at noise level rm: âðrmÞ; b̂ðrmÞ; ĉðrmÞ
� Fit: ½yeðrmÞ�k ¼ âðrmÞeb̂ðrmÞ½x�k þ ĉðrmÞ

3. The LS fit of a line:
� Parameter estimates: â; b̂
� Fit: yl ¼ âxþ b̂

Algorithm.

1. Initialise a minimum and maximum noise level:
� rm,min[0] = 0

� rm;max½0� ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
P jy l � yj2

q
� n = 0

2. Compute the noise level interval:
� Drm[n] = rm,max[n] � rm,min[n]

3. Compute five fit errors:

� e½n;m� ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
P jyeðrm½n�;min½n� þm

4 �Drm½n�Þ�yj2
q

; m 2 f0;1;2;3;4g
4. Update the noise levels:
� k ¼ arg min

m2f0;1;2;3;4g
e½n;m�

� If k = 0, set k = 1; if k = 4, set k = 3.
� rm;min½nþ 1� ¼ rm;min½n� þ k�1

4 � Drm½n�
� rm;max½nþ 1� ¼ rm;min½n� þ kþ1

4 � Drm½n�
� n = n + 1

5. Repeat from step 2 until the desired level of convergence is
achieved.
6. The resulting noise level estimate is

� rm ¼ rm;min ½n�þrm;max ½n�
2

This algorithm reduces the search interval for the optimum
noise level by 50% at each step of the iteration. In the end, the noise
level and fit error do not generally completely agree. In other
words, the noise level can be used as a kind of parameter which
can be adjusted to get the fit with least error through the scattered
data points.

Appendix F. Noise considerations for the Lorentz peak shape
fitting

This Appendix pertains to Section 2.4. Starting from the FID sig-
nal’s noise g that is white around the Larmor frequency, with stan-
dard deviation rg, the effect of noise in the LS solution of Eq. (36)
can be studied.

F.1. The noise power spectrum and its square

The PS of the FID signal’s noise is

jHðx; 0;NDtÞj2 ¼Dt
N

XN�1

m¼0

gðmÞe�ixmDt




2

ðF:1Þ

¼Dt
N

X
m;n

gðmÞgðnÞe�ixðm�nÞDt ðF:2Þ

�r2
g: ðF:3Þ

The square of the noise PS is of the order r4
g, where rg is small,

so the approximation

jHðx; 0;NDtÞj4 � 0 ðF:4Þ
is made.

F.2. The Larmor signal power spectrum and its square with noise

Now, after knowing these noise power-spectral properties, the
measured PSs can be better evaluated, starting from the time-do-
main signal

jyj2 ¼Dt
N

XN�1

m¼0

ðsLðmÞ þ gðmÞÞe�ixmDt



2

ðF:5Þ

�jy01j
2 þ jHðx;0;NDtÞj2 ðF:6Þ

�jy01j
2 þ r2

g; ðF:7Þ

where jy01j2 is the noiseless signal, and Eq. (F.3) has been used.
The same kind of analysis has to be carried out for jyj4, marking

the corrected variable with jy02j4:

jyj4 ¼ Dt
N

� �2 XN�1

m¼0

½sLðmÞ þ gðmÞ�e�ixmDt



4

ðF:8Þ

¼ Dt
N

� �2 X
k;l;m;n

½sLðkÞ þ gðkÞ�½sLðlÞ þ gðlÞ�½sLðmÞ þ gðmÞ�

�½sLðnÞ þ gðnÞ�e�ixðk�lþm�nÞDt ðF:9Þ
�jy02j

4 þ 4jy01j
2r2

g; ðF:10Þ

where in the last step, Eqs. (F.3) and (F.4) have been applied,
neglecting all terms with r4

g.

Appendix G. Derivation of the functional form of the correlation
curve

This Appendix pertains to Section 2.5.2. The correlation is eval-
uated by
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cfsLð ~u;nDtÞ;uLðu;nDtÞg ¼
XN�1

n¼0

~sLð~u;nDtÞuLðu;nDtÞ ðG:1Þ

¼
X

n

A2e�2nDt=T�2 cosðxLnDtþ ~uÞcosðxLnDtþuÞ
h

þAe�nDt=T�2 cosðxLnDtþ ~uÞgðnDtÞ
i

ðG:2Þ

�
g?eð�Þ cosð�ÞX

n

A2e�2nDt=T�2
1
4

eiðxLnDtþ ~uÞ þ e�iðxL nDtþ ~uÞ	 

� eiðxLnDtþuÞ þ e�iðxLnDtþuÞ	 


ðG:3Þ

¼1
4

A2
X

n

e�2nDt=T�2þið2xLnDtþ ~uþuÞ	
þe�2nDt=T�2�ið2xLnDtþ ~uþuÞ

þe�2nDt=T�2þið ~u�uÞ þ e�2nDt=T�2�ið~u�uÞ
 ðG:4Þ

¼1
4

A2 eið~uþuÞ 1� e�2NDt=T�2þ2NixLDt
� �

1� e�2Dt=T�2þ2ixLDt

"

þ
e�ið ~uþuÞ 1� e�2NDt=T�2�2NixLDt

� �
1� e�2Dt=T�2�2ixLDt

þ1� e�2NDt=T�2
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4
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 1�2e�2Dt=T�2 cosð2xLDtÞþ e�4Dt=T�2
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þ2

1� e�2NDt=T�2
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1 1
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 1�2ð1�2Dt=T�2þ2 Dt=T�2

	 
2Þð1�2½xLDt�2Þ
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4
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�e�2NDt=T�2 cosð2NxLDtþ ~uþuÞ
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2þ2½xLDt�2
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�1
4

A2 1þ e�2NDt=T�2
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2þðxLDtÞ2

"

þ1� e�2NDt=T�2
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ðG:9Þ

�
ðxLDtÞ2�Dt=T�2 1

4
A2 1� e�2NDt=T�2

Dt=T�2
cosð ~u�uÞ ðG:10Þ

/cosð~u�uÞ: ðG:11Þ

In step (G.3), it is assumed that the measured FID’s noise is uncor-
related with the modelled FID. In step (G.7), Dt=T�2 is assumed small.
In the following step, in addition, xLDt is less than 1. In step (G.9),
the first of the two quotients in the previous step is approximated
by a maximum limit, so in the next step it can be seen that only
the last quotient will remain significant when ðxLDtÞ2 � Dt=T�2.
The final result shows that the correlation is directly proportional
to a cosine as long as the temporal length of the correlation is
constant and the other approximations hold.
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